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Abstract: Meta-analysis, a statistical procedure that integrates the results of several independent studies, plays a central role 
in statistical research, and a very important task in research problems and statistical significance tests. This paper discusses 
these principles, along with the practical steps in performing meta-analysis. It describes the issue of meta-analysis, explains 
what meta-analysis is, how it is done and how it can be interpreted. Some related problems such as statistical significance, 
effect size and power analysis are described. Examples of implementation on theoretical data would be carried. Results, 
conclusions, recommendations on the use of meta-analysis would be summarized. 
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1. Introduction 

Meta-analysis used in many application fields. 
Pharmaceutical companies use meta-analysis to gain approval 
for new drugs. Clinicians and applied researchers in medicine, 
education, psychology, criminal justice, and several of other 
fields use meta-analysis to determine which interventions work, 
and which ones work best. Meta-analysis is also widely used in 
basic research to evaluate the evidence in areas as diverse as 
sociology, social psychology, sex differences, finance and 
economics, political science, marketing, ecology and genetics, 
among others. Decisions about the utility of an intervention or 
the validity of a hypothesis cannot be based on the results of a 
single study, since results vary from one study to another. 
Rather, a mechanism is needed to synthesize data across studies. 
Narrative reviews had been used for this purpose, but considered 
largely subjective (different conclusions) and becomes 
impossibly difficult when there are more than a few studies 
involved. Meta-analysis, by contrast, applies objective formulas 
and can be used with any number of studies.  

Meta-analysis is a statistical procedure that integrates the 
results of several independent studies considered to be 
“combinable”. Well conducted meta-analyses allow a more 
objective appraisal of the evidence than traditional narrative 
reviews, provide a more precise estimate of a treatment effect, 
and may explain heterogeneity between the results of 
individual studies. Conducted meta-analyses, on the other 

hand, may be biased owing to exclusion of relevant studies or 
inclusion of inadequate studies Egger, M et al (1997). It is is a 
statistical technique in which the results of two or more studies 
are mathematically combined to see if the overall effect is 
significant in order to improve the reliability of the results. 

When there are multiple studies with conflicting results, 
meta-analysis will be useful since it combines and tests the 
results of all the studies. The result is the same as doing one 
study with a really big sample size, one large enough to 
conclusively demonstrate an effect if there is one, or 
conclusively reject an effect if there isn't one of an 
appreciable size John H. McDonald (2014). 

Studies chosen for inclusion in a meta-analysis must be 
sufficiently similar in a number of characteristics in order to 
accurately combine their results. When the treatment effect 
(or effect size) is consistent from one study to the next, meta-
analysis can be used to identify this common effect. When 
the effect varies from one study to the next, meta-analysis 
may be used to identify the reason for the variation. 
statistical-solutions-software 

In this article, the general steps involved in doing a meta-
analysis will be described. Some of the basic steps of a meta-
analysis will be explained. Sufficient detail can be seen in: 
Berman and Parker (2002), Gurevitch and Hedges (2001), 

Hedges and Olkin (1985), or some other books. This paper 
also gives a brief demonstration of basic methodologies of 
effect size, reviews issues of the topic, accompanied by 
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numerical illustrations. Tables made are computed from 
different sources and verified using online software on effect 
size (see the list of websites references here). The use of 
effect sizes, however, has generally been limited to meta-
analysis for combining and comparing estimates from 
different studies. This is despite the fact that measures of 
effect size have been available for decades, Huberty (2002). 

The concept of effect size is tight to a school of 
methodology which known as meta-analysis, (see Baker, R. 

& Dwyer, F. (2000), Biostat (2006), Poston, J. M., & Hanson, 

W. E. (2010). Heavily laying on Rosenthal (1994), Rosenthal 

& Rosnow (2000), has introduced a useful summary of effect 
sizes computation and transformations for inferential 
statistics. Michael Fur (2008) has also discussed effect sizes 
and their links to inferential statistics. 

Meta analysis always deals with two issues: publication 
bias (also known as the file drawer problem) and the varying 
quality of the studies. Publication bias is "the systematic 
error introduced in a statistical inference by conditioning on 
publication status. Publication bias can lead to misleading 
results when a statistical analysis is performed after 
assembling all of the published literature on some subject. 
Gerard E. Dallal (2015). 

Meta-analysis would be used for the following purposes: 
1) To establish statistical significance with studies that has 

conflicting results. 
2) To develop a more correct estimate of effect magnitude. 
3) To provide a more complex analysis of harms, safety 

data, and benefits. 
4) To examine subgroups with individual numbers that are 

not statistically significant.  
There is, as yet, no unanimously accepted strategy for 

performing a meta-analysis but researchers agree that each 
meta-analysis should be conducted like a scientific 
experiment and begin with a protocol, which clearly states its 
aim and methodology. J Hypertens (1996). Meta-analysis 
should be as carefully planned as any other research project, 
with a detailed written protocol being prepared in advance. 

Egger, M. et al (1997). 
Potential advantages of meta-analysis (eg. over classical 

literature reviews, simple overall means of effect sizes etc.) 
include:(see Jonathan J Deeks, Julian PT Higgins and 

Douglas G Altman, and see. statistical-solutions-software 

webpage/) 
1) Derivation and statistical testing of overall factors / 

effect size parameters in related studies 
2) The ability to answer questions not posed by individual 

studies and generalization to the population of studies. 
3) Ability to control for between-study variation. 
4) Including moderators to explain variation. 
5) Higher statistical power to detect an effect than in ‘n=1 

sized study sample’ 
6) An improvement in precision. 
Considered an evidence-based resource, meta-analysis 

offers the opportunity to critically evaluate and statistically 
combine results of comparable studies or trials. However, 
disadvantage of meta-analysis is that - (see The Himmelfarb 

Health Sciences Library (2011)-it looks difficult and time 
consuming to identify appropriate studies and not all studies 
provide adequate data for inclusion and analysis. In addition 
to that it requires advanced statistical techniques as well as 
the issue of heterogeneity of study populations. 

In general, Weaknesses of Meta Analysis is as follows: 
(see the statistical-solutions-software web page). 

1) Meta-analysis can never follow the rules of hard 
science. Weaknesses include: 

2) Sources of bias are not controlled by the method. 
3) A good meta-analysis of badly designed studies will 

still result in bad statistics. 
4) Heavy reliance on published studies, which may create 

exaggerated outcomes, as it is very hard to publish 
studies that show no significant results. (File Drawer 
Problem). 

5) Dangers of Agenda Driven Bias: From an integrity 
perspective, researchers with a bias should avoid meta-
analysis and use a less abuse-prone (or independent) 
form of research. 

A meta-analysis answers three general questions: (see 
Overview of Meta-Analysis web page): 

1) Central tendency – The central purpose of a meta 
analysis is to test the relationship between two variables 
such that X affects Y. Central tendency identifies 
whether X affects Y via statistically summarizing 
significance levels, effect sizes, and/or confidence 
intervals, and try to answer whether X affects Y, is the 
effect significant, and how strong is that effect? 

2) Variability – There is always some degree of variation 
between the outcomes of the individual studies that 
compose the meta-analysis. The question is whether the 
degree of variability is significantly different than what 
we would expect by chance alone. If so, then its called 
heterogeneity.  

3) Prediction – If there is heterogeneity (variability), then 
we look for moderating variables that explain the 
variability (does the effect of X on Y differ with 
moderator variables?). 

1.1. Meta-Analysis Basic Steps 

There are generally five separate steps in conducting a meta-
analysis: (see Meta-analysis. From PsychWiki web page). 

1. Hypothesis defining – A well-defined statement of the 
relationship between the variables under investigation 
must be determined to define carefully the inclusion 
and exclusion criteria when locating potential studies.  

2. Locate the studies – A meta-analysis is only 
informative if it adequately summarizes the existing 
literature, such as database searches, unpublished 
studies, conference proceedings, etc).  

3. Data collection– Gather empirical findings from 
primary studies (e. g., p-value, effect size, etc) and input 
into statistical database.  

4. Effect sizes Calculation– Calculate the overall effect by 
converting all statistics to a common metric, making 
adjustments as necessary to correct for issues like 
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sample-size or bias, and then calculating central 
tendency (e. g., mean effect size and confidence 
intervals around that effect size) and variability (e. g., 
heterogeneity analysis).  

5. Variables Analysis – If heterogeneity exists, you may 
want to analyze moderating variables by coding each 
variable in the database and analyzing either mean 
differences (for categorical variables) or weighted 
regression (for continuous variables) to see if the 
variable accounts for the variability in the effect size. 

1.2. Steps of Conducting a Meta-analysis 

First, select suitable statistical approach: 

Generally, there are three different statistical approaches to 
conduct a meta-analysis so first you need to choose which 
approach best fits your needs. Detailed comparison of these 
three approaches, are found in (Johnson, Mullen, & Salas, 

1995) and (Schmidt and Hunter, 1999). 

Hedges & Olkin Approach – see (Hedges, 1981); (Hedges, 

1982); (Hedges & Olkin, 1985) 

1. Rosenthal & Rubin Approach – see (Rosenthal, 1991); 

(Rosenthal & Rubin, 1978); (Rosenthal & Rubin, 1988) 

2. Hunter, Schmidt, & Jackson - see (Hunter, Schmidt, & 

Jackson, 1982); (Hunter & Schmidt, 1990) 

Second, choose which effect size index to calculate: 

The commonly used effect size indexes are "the "r" family 
and the "d" family" of effect sizes. Since "r" and "d" can be 
transformed into each other statistically you may wonder 
why it matters which metric you choose. Empirical research 
can take many forms (e. g., dichotomous and/or continuous, 
dichotomous and/or continuous, two variables relationships, 
etc) and the form of research you are analyzing helps 
determine which metric may be best to use. For complete 
information and statistical formulas for all effect size indexes 
for each form of research, see (Lipsey & Wilson (2001), 
(Practical Meta-Analysis). 

1. The r family – Correlation Coefficient - The "r" family 

includes all types of correlation coefficients (e. g., r, 

phi, rho, etc) and (Johnson & Eagly, (2000) suggest 

using r when the studies composing the meta analysis 

primarily report the correlation between variables, but 

also see (Rosenthal & DiMatteo, (2001) for a 

discussion of the advantages of using r over d. 

2. The d family – Standardized Difference - The "d" family 

includes Cohen's d (unweighted) and Hedges g 

(weighted), and (Johnson & Eagly, (2000) suggest 

using d when the studies composing the meta-analysis 

primarily report ANOVAs and t-tests comparisons 

between groups. 

Third, choose your statistical software: 

There are two basic options -- use specialized software 
designed to conduct meta-analyses, or use standard statistical 
software such as SPSS and SAS. For websites provide effect 
size calculations and software see (Becker, L., (2000), 
Biostat (2006), Buchner, A, and Karl L. Wuensch (2010)).  

1. SPSS and SAS. 

2. The David B. Wilson website provides an excel 

spreadsheet for calculating effect sizes, and SPSS and 

SAS. MIX 2.0. MIX 2.0 - Professional Software for 

Meta-analysis in Excel. Meta-Analysis. Developed by 

(Schwarzer, 1996), it can be found on the Ralf 

Schwarzer website and each of the three meta-analytic 

approaches can be selected (i. e., Hedges/Olkin 

approach, Rosenthal approach, or 

Hunter/Schmidt/Jackson approach). 

3. META (Meta-Analysis Easy to Answer). Developed by 

David A. Kenny, a description of the software can be 

found on the David A. Kenny website. 

4. Meta-Analysis Calculator. Developed by Larry C. Lyons 

as a web based meta-analysis application and 

companion to the meta-analysis Pages. 

5. CMA (Comprehensive Meta-Analysis). Developed by many 

of the experts in meta-analyses, it includes a comparison 

between CMA and other meta-analytic software. 

2. The Meta-analysis Procedure 

The basic idea of a meta-analysis is that you take a 
weighted average of the difference in means, slope of a 
regression, or other statistic across the different studies. 
Experiments with larger sample sizes get more weight, as do 
experiments with smaller standard deviations or higher r

2 
values John H. McDonald (2014). You can then test whether 
this common estimate is significantly different from zero. 

Before starting collecting studies, it's essential to decide 
which ones are to be included ore excluded through objective 
criteria. For instance, if you're looking at the effects of a drug 
on a disease, you might decide that only double-blind, 
placebo-controlled studies are worth looking at, or you might 
decide that single-blind studies are acceptable; or you might 
decide that any study at all on the drug and the disease should 
be included. Sample size shouldn't be used as a criterion for 
including or excluding studies, because the statistical 
techniques used for the meta-analysis will give studies with 
smaller sample sizes the lower weight they deserve. John H. 

McDonald (2014). 

It is important to obtain all relevant studies, because loss 
of studies can lead to bias in the study. Typically, published 
papers and abstracts are identified by literature search. 
Crosschecking of references, citations in review papers, and 
communication with scientists who have been working in the 
relevant field are important methods used to provide a 
comprehensive search. A B Haidich. (2010). 

It is not feasible to find absolutely every relevant study on 
a subject. Some or even many studies may not be published, 
and those that are might not be indexed in computer-
searchable databases. The decision whether to include 
unpublished studies is difficult. Although language of 
publication can provide a difficulty, it is important to 
overcome this difficulty, provided that the populations 
studied are relevant to the hypothesis being tested. A B 

Haidich. (2010). 

A critical issue in meta-analysis is what's known as the "file-
drawer effect"; people who do a study and fail to find a 
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significant result are less likely to publish it than if they find a 
significant result. To limit the file-drawer effect, it's important 
to do a thorough literature search, including really obscure 
journals, then try to see if there are unpublished experiments. 
To find out about unpublished experiments, you could look 
through summaries of funded grant proposals, which for 
government agencies; look through meeting abstracts in the 
appropriate field; write to the authors of published studies; and 
send out appeals on e-mail mailing lists. There are ways to 
estimate how many unpublished, non-significant studies there 
would have to be to make the overall effect in a meta-analysis 
non-significant. If that number is absurdly large, you can be 
more confident that your significant meta-analysis is not due to 
the file-drawer effect. 

2.1. Systematic Review and Meta-analysis 

A subset of systematic reviews; a method for 
systematically combining pertinent qualitative and 
quantitative study data from several selected studies to 
develop a single conclusion that has greater statistical power. 
This conclusion is statistically stronger than the analysis of 
any single study, due to increased numbers of subjects, 
greater diversity among subjects, or accumulated effects and 
results. Just like other research articles, can be of varying 
quality, systematic reviews answer a defined research 
question by collecting and summarizing all empirical 
evidence that fits pre-specified eligibility criteria. A meta-
analysis is the use of statistical methods to summarize the 
results of these studies. There are some questions that must 
be asked when assessing the quality of a systematic review, 
such as: (see the web page of National Center for 

Biotechnology Information) 

� Was the review conducted according to a pr-specified 
protocol? 

� Were the “right” types of studies eligible for the 
review? 

� Was the method of identifying all relevant information 
comprehensive? 

� Was the data abstraction from each study appropriate? 
� How was the information synthesized and summarized? 
The strength of a systematic review lies in the 

transparency of the process, allowing the reader to focus on 
the decision made in compiling the information, rather than a 
simple contrast of one study to another as sometimes occurs 
in other types of reviews. Well-conducted systematic review 
attempts to reduce the possibility of bias in the method of 
identifying and selecting studies for review. Mathematically 
combining data from a series of well-conducted primary 
studies may provide a more precise estimate of the 
underlying “true effect” than any individual study. In other 
words, by combining the samples of the individual studies, 
the size of the “overall sample” is increased, enhancing the 
statistical power of the analysis and reducing the size of the 
confidence interval for the point estimate of the effect. It is 
also more efficient to communicate a pooled summary than 
to describe the results for each of the individual studies. 

For these reasons, a meta-analysis of similar, well-

conducted, randomized, controlled trials has been considered 
one of the highest levels of evidence. When the existing 
studies have important scientific and methodological 
limitations, including smaller sized samples (which is more 
often the case), the systematic review may identify where 
gaps exist in the available literature. In this case, an 
exploratory meta-analysis can provide a plausible estimate of 
effect that can be tested in subsequent studies. 

Conducting a meta-analysis does not overcome problems 
that were inherent in the design and execution of the primary 
studies. It also does not correct biases as a result of selective 
publication, whereby studies that report dramatic effects are 
more likely to be identified, summarized, and subsequently 
pooled in meta-analysis than studies that report smaller effect 
sizes (publication bias). Combining studies of poor quality 
with those that were more rigorously conducted may not be 
useful and can lead to worse estimates of the underlying truth 
or a false sense of precision around the truth. A false sense of 
precision may also arise when various subgroups of subjects 
defined by characteristics such as their age or gender differ in 
their observed response. In such cases, reporting an aggregate 
pooled effect might be misleading. 

A sensitivity analysis is essential to assess the robustness 
of combined estimates to different assumptions and inclusion 
criteria. Egger, M. et al (1997). Opinions will often diverge 
on the correct method for performing a particular meta-
analysis. The robustness of the findings to different 
assumptions should therefore always be examined in a 
thorough sensitivity analysis. 

2.2. A Study Example 

Seto KC, etal (2011) reviewed the English language 
literature for studies that monitor urban land-use change 
using satellite or airborne remotely sensed data published 
between 1988 and December 2008. In analysis, the study had 
to meet the following four criteria: 

1. Study must quantify the urban area extent for at least in 
one point in time. 

2. Study must quantify either the rate or amount of urban 
land expansion over a specific period of time. 

3. Study area extent must be at city, metro, or regional 
scale (<100,000 km). 

4. Study must not repeat the results presented in another 
paper. 

The literature review generated more than 1,000 papers. 
Among these, filtered those that met criteria 1 and 2, which 
resulted in 264 papers, further narrowed this set of papers to 
those that meet criteria 3 and 4, which yielded 180 papers. In 
addition to this set of peer-reviewed papers, the authors 
reviewed and included a World Bank study that was similar 
in method and scientific rigor and used a multivariate 
regression on the pooled dataset to model the global rate of 
urban land expansion. They selected a range of independent 
variables based on urban theory and models, representing the 
major forces that drive the physical expansion of urban land 
cover. Dependent variable was a single annual rate for each 
decadal period in each study. Results showed considerable 
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variation in the rates of urban expansion over the study 
period. Variations in urban expansion rates point to 
differences in national and regional socio-economic 
environments and political conditions. 

2.3. Meta-analyses Evolution 

The classical meta-analysis compares two treatments while 
network meta-analysis (or multiple treatment meta-analysis) 
can provide estimates of treatment of multiple treatment 
regimens. Meta-analysis can also be used to summarize the 
performance of diagnostic and prognostic tests. However, 
studies that evaluate the accuracy of tests have a unique 
design requiring different criteria to appropriately assess the 
quality of studies and the potential for bias. 

Furthermore, there are many methodologies for advanced 
meta-analysis that have been developed to address specific 
concerns, such as multivariate meta-analysis. Meta-analysis 
is no longer a novelty in medicine. Numerous meta-analyses 
have been conducted for the same medical topic by different 
researchers. Recently, there is a trend to combine the results 
of different meta-analyses, known as a meta-epidemiological 
study, to assess the risk of bias. 

3. Computing Effect Size in  

Meta-analysis 

Methods used for meta-analysis use a weighted average of 
the results techniques to which can be broadly classified into 
two models Egger, M. et al (1997), the difference consisting 
in the way the variability of the results between the studies is 
treated. The “fixed effects” model considers that the 
variability is exclusively due to random variation. Therefore, 
if all the studies were infinitely large they would give 
identical results. The “random effects” model assumes a 
different underlying effect for each study and takes this into 
consideration as an additional source of variation, which 
leads to somewhat wider confidence intervals than the fixed 
effects model. 

Some statisticians feel that other statistical approaches are 
more appropriate than either of the above. One approach uses 
Bayes's theorem. Bayesian statisticians express their belief 
about the size of an effect by specifying some prior 
probability distribution before seeing the data, and then they 
update that belief by deriving a posterior probability 
distribution, taking the data into account. Bayesian models 
are available under both the fixed and random effects 
assumption, but this approach is controversial because the 
definition of prior probability will often be based on 
subjective assessments and opinion. Egger, M. et al (1997). 

Effect size is an important tool in reporting and 
interpreting effectiveness, and has many advantages over the 
use of tests of statistical significance. 'Effect size' is valuable 
for quantifying the effectiveness of a particular intervention, 
relative to some comparison, and a one of the tools that will 
help researchers move beyond null hypothesis testing. Effect 
size is a name given to a set of indices that measure the 

magnitude of a treatment effect. Unlike significance tests, 
these indices are independent of sample size. Effect size 
measures are the common currency of meta-analysis studies 
that summarize the findings from a specific area of research. 
Effect size quantifies the size of the difference between two 
groups, and may therefore be said to be a true measure of the 
significance of the difference. Another use of effect size is its 
use in performing power analysis, (see Buchner, A., 

Erdfelder, E. and Faul, F (2009). Researcher designers use 
power analysis to minimize the likelihood of both false 
positives and false negatives (Type I and Type II errors, 
respectively), Richard A. Zeller and Yan Yan (2007). 

3.1. Effect Sizes & Confidence Intervals 

Meta analysis shows findings in terms of effect sizes. The 
effect size provides information about how much change is 
evident across all studies and for subsets of studies. There are 
many different types of effect size, but they fall into two 
main types: standardized mean difference (e. g., Cohen's d or 
Hedges g) or correlation (e. g., Pearson's r). It is possible to 
convert one effect size into another, so each really just offers 
a differently scaled measure of the strength of an effect or a 
relationship. 

The standardized mean effect size is basically computed as 
the difference score divided by the standard deviation of the 
scores. 

In meta-analysis, effect sizes should also be reported with: 
The number of studies and the number of effects used to 
create the estimate. Confidence intervals to help readers 
determine the consistency and reliability of the mean 
estimated effect size. Tests of statistical significance can also 
be conducted and on the effect sizes. Different effect sizes 
are calculated for different constructs of interest, as 
predetermined by the researchers based on what issues are of 
interest in the research literature. 

A number of statistics are sometimes proposed as 
alternative measures of effect size, other than the 
'standardized mean difference'. One of these is the Proportion 
of variance accounted for, the R2 which represents the 
proportion of the variance in each that is 'accounted for' by 
the other. There are also effect size measures for multivariate 
outcomes. A detailed explanation can be found in Olejnik 

and Algina (2000). Calculating effect size is important when 
testing the goodness fit, or contingency test, for this test, the 
effect size symbol is w. Once effect size is known, this 
information can be used to calculate the number of 
participants needed and the critical chi-square value (for 
sample size rules (see Aguinis, H. & Harden, E. E. (2009)), 
(and see the effect of sample size on effect size in Slavin, R., 

& Smith, D. (2008). 
The developed formulas for effect size calculation vary 

depending on whether the researcher plans to use analysis of 
variance (ANOVA), t test, regression or correlation, (see 
Morris and DeShon's (2002)). Formulas used to measure 
effect size can be computed in either a standardized 
difference between two means, or in the correlation between 
the independent variable classification and the individual 
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scores on the dependent variable, which is called the "effect 
size correlation" (Rosnow & Rosenthal (1996). 

Effect size for differences in means is given by Cohen's 
"d" Cohen, J. (1988), is defined in terms of population means 
(µs) and standard deviation (σ), as shown below: 

� = |�� � ��|	                                    (1) 

There are several different ways that one could estimate σ 
from sample data which leads to multiple variants within the 
Cohen's d family.(see Karl L. Wuensch(2010)). 

When using the root mean square standard deviation, the 
"d" is given as: 

� =  |
�� � 
�� |

��� � ����

                                  (2) 

A version of Cohen's d uses the pooled standard deviation 
and is also known as Hedges': 

� =  |
�� � 
�� |
�(�� � �)���  �(�� � �) ��� �� � �� ��

                     (3) 

The value can be obtained from an ANOVA program by 
taking the square root of the mean square error which is also 
known as the root mean square error. 

Another model of Cohen's " d" using the standard 
deviation for the control group is also known as Glass' ∆ (see 
Karl L. Wuensch (2010)), where: 

� = |
�� � 
��|�����                                    (4) 

The control group's standard deviation is used because it is 
not affected by the treatment. It is suggested to use a pooled 
within group standard deviation because it has less sampling 
error than the control group standard deviation such that 
equal size constrain is adopted. When there are more than 
two groups, the difference between the largest and smallest 
means divided by the square root of the mean square error 
will be used, i. e.: 

� = 
���������
��������� 
√ �!                        (5) 

As for OLS regression the measure of effects size is F 
which is defined by Cohen as follows: 

f # =  $�
%� $�                                     (6) 

Or, as usually computed by taking the square root of f2. 
Once again there are several ways in which the effect size 

can be computed from sample data. It can be noted that η2 is 
another name for R2, the coefficient of determination, where: 
(see Karl L. Wuensch (2010)). 

&# =  '�
%�'� =  !()�

%�!()�                                  (7) 

The effect size used in analysis of variance is defined by 
the ratio of population standard deviations: 

& =  	�����	                                        (8) 

Based on definitional formula in terms of population 
values, effect size w can be viewed as the square root of the 
standardized chi-square statistic. 

* = �∑ (,- � ,�)�
,-                                 (9) 

And w is computed using sample data by the formula: 

* = �∑ (.- � .�)�
.-                                 (10) 

According to Poston &Hanson(2010), when a study 
reports a hit rate (percentage of success after taking the 
treatment or no treatment), the following formula can be 
used: 

d= arcsine(p1)+ arcsine(p2) 

Where p1 and p2 are the hit rates of the two groups. 
If the effect size estimate from the sample is d, then it is 

normally distributed, with standard deviation: 

/(�) =  � 0�12  30����(0456) (7����)  +  9�
#(0456 � 7����)             (11) 

(Where :!
;  and :<=>(  are the numbers in the 
experimental and control groups, respectively.) 

The control group will provide the best estimate of 
standard deviation, since it consists of a representative group 
of the population who have not been affected by the 
experimental intervention. Therefore, it is often better to use 
a 'pooled' estimate of standard deviation, which is given by 

?@(ABBCD�) =  
(0�12 � %) EF��123 (7���� � �) �G�����(0456) �(7����)�#        (12) 

(Where :!
;and :<=>(  are the numbers in the experimental 
and control groups, respectively, and ?@#!
; and ?@#<=>(  are 
their variances.) 

To calculate the effect size g and its correction d, In meta-
analysis, we use the Cohen's g defined as: 

H = IJ��IJ��2                                  (13) 

Where KJ! is the mean of the experimental group, KJ<is the 

mean of the control group, and L;  is the pooled sample 

standard deviation, where g is a biased estimator of the 
population effect size 

M = �� � �� 	                                    (14) 

According to DeCoster (2004), g can be corrected by 
multiplication of the term 

N  = 1 − QR �%                                (15) 

where 
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S = T! + T< − 2 

The resulting statistic 

� = H V 1 − QR �% W = H V 1 − QR(>� 3>� )�X W         (16) 

is known as Hedges'd, which is an unbiased estimator of M 
The variance of d, given relatively large sample, is 

/9� = >� 3>� >� >� + 9�
# (>� 3>� )                      (17) 

The confidence level c can for M be constructed by 

� ± Z∗ (/�)                                  (18) 

Where Z∗  is the critical value from the normal distribution. 
The pooled standard deviation can be calculated from two 

groups by the formula 

\]  = 
(^_�`)\_ �(^a �`)b \a  b
^_ 3^a �b                          (19) 

Following DeCoster(2004), the t statistic for between 
subjects that compares the experimental and control group is 
given by the formula 

H = c � %>� + %>� = c�>�3>�>�>�                         (20) 

when we have the same number of subjects in the 
experimental and control group, the above formula can be 
reduced to  

H = c �#> =  #(√#>                            (21) 

Where in using z–score comparing the experimental and 
control groups, 

 H = Z�>�3>�>�>� =  #d√#>                           (22) 

Whereas for F statistic comparing the experimental and 
control groups, 

H = �e(>�3>�) >�>�  = �#e>                            (23) 

The method of calculating g from within-subjects design is 
similar to that of between-subjects comparison. Hence, 
depending on the above logic, 

H = IJ��IJ����� = (√> = d√>                           (24) 

L;  = ����f#(%�g��)                              (25) 

where L!�< is the standard deviation of the difference score 
and  h!<  is the correlation between the experimental and 
control scores. 

Based on the above formulas values, the larger the effect size, 

the greater is the impact of an intervention. Cohen suggested that 
a correlation of 0.5 is large, 0.3 is moderate, and 0.1 is small 
Cohen defined.40 as the medium effect size because it was close 
to the average observed effect size (Aguinis, & Harden (2009)). 
The usual interpretation of this statement is that anything greater 
than 0.5 is large, 0.5-0.3 is moderate, 0.3-0.1 is small, and 
anything smaller than 0.1 is trivial. 

3.2. Effect Size, Significance and Meta-analysis Results 

Meta-analysis was invented to be a more objective way of 
surveying the literature on a subject. The hard work of a 
meta-analysis is finding all the studies and extracting the 
necessary information from them, so it's tempting to be 
impressed by a meta-analysis of a large number of studies. A 
meta-analysis of 50 studies sounds more impressive than a 
meta-analysis of 5 studies; it's 10 times as big and represents 
10 times as much work, after all. 

Table 1. Effect size levels for different tests. 

 small medium large 

t-test for means d 0.20 0.50 0.80 

t-test for correlation r 0.10 0.30 0.50 

F-test for regression f2 0.02 0.15 0.35 

F-test for ANOVA f 0.10 0.25 0.40 

chi-square w 0.10 0.30 0.50 

Table 2. Effect sizes for two groups. 

d r r2 f f2 

2 0.707 0.49985 0.999698 0.999396 

1.8 0.669 0.44756 0.900086 0.810155 

1.6 0.625 0.39063 0.800641 0.641026 

1.4 0.573 0.32833 0.699160 0.488824 

1.2 0.514 0.26420 0.599214 0.359058 

1.0 0.447 0.19981 0.499702 0.249702 

0.8 0.371 0.13764 039951 0 0.159610 

0.6 0.287 0.08237 0.299604 0.089763 

0.4 0.196 0.03842 0.199877 0.039951 

0.2 0.100 0.01000 0.100504 0.010100 

0.1 0.05 0.0025 0.050063 0.002506 

0 0 0 0 0 

*Notice the relationship between d, r, and h#. 

The interpretations of effect-sizes given in Table (1), in 
which a suggested values for low, medium and high effects is 
given, depend on the assumption that both control and 
experimental groups have a 'normal' distribution, otherwise, it 
may be difficult to make a fair comparison between an effect-
size based on normal distributions and one based on non-
normal distributions. In practice, the values for large effects 
may be exceeded with values Cohen's d greater than 1.0 not 
uncommon. Considering table (1) and table (2), it can be noted 
that, d can be converted to r and vice versa. For example, the d 
value of 0.8 corresponds to an r value of 0.371. The square of 
the r-value is the percentage of variance in the dependent 
variable that is accounted for by the effect in the explanatory 
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variable groups. For a d value of 0.8, the amount of variance in 
the dependent variable by membership in the treatment and 
control groups is 13.8%. T-tests are used to evaluate the null 
hypothesis. For this test, the effect size symbol is r. If the 
desired effect size is known, statistical power and needed 
sample size can be calculated. For instance, if the target is to 
find how many elements are need in a study for a medium 
effect size (r = 0.30) with an alpha of.05. and power of 0.95, 
this information can be used to find the answer.  

Table 3. Effect size, Sample size &Power (Alpha=0.05; Power=0.95).* 

Effect size Delta Critical t Total sample size Actual power 

0.001 3.605 1.96 51978840 0.95 

0.1 3.606 1.96 5200 0.95 

0.2 3.608 1.962 1302 0.95 

0.3 3.613 1.964 580 0.95 

0.4 3.622 1.967 328 0.951 

0.5 3.623 1.971 210 0.95 

0.6 3.65 1.976 148 0.952 

0.7 3.671 1.982 110 0.953 

0.8 3.666 1.989 84 0.952 

0.9 3.711 1.997 68 0.955 

10.00 10.000 4.303 4 0.993 

Footnotes:*Power depends on the effect size, the sample size and the 

significance level. 

For ANOVA, the effect size index f is used, and the effect 
size index from the group means can then be computed. 
Power is the chance that if "d" exists in the real world, one 
gets a statistically significant difference in the data. if the 
power level is taken to be 80%, there is an 80% chance to 
discover a really existing difference in the sample. Alpha is 
the chance that one would conclude that an effect difference 
"d", has been discovered, while in fact this difference or 
effect does not exist. If alpha is set at 5%, this means that in 
5%, or one in twenty, the data indicate that "something" 
exists, while in fact it does not. In table (3), consider that: 
power = 1-β = p (HA is accepted/HA is true). Set α, the 
probability of false rejecting Ho, equal to some small value. 
Then, considering the alternative hypothesis HA, choose a 
region of rejection such that the probability of observing a 
sample value in that region is less than or equal to α when Ho 
is true. If the value of sample statistic falls within the 
rejection region, the decision is made to reject the null 
hypothesis. Typically is set at 0.05, and critical t values are 
specified. The calculation works as follows: Entering α=0.05, 
power=0.95, effect size specified as in column (1), we find 
the needed elements (sample size (column 4)) and so on. The 
effect size is seen in table (3) Column (1). The effect size 
conventions are small =0.20, medium=0.50, large=0.80. 
Calculate d and r using t values and df (separate groups t test) 
calculate the value of Cohen's d and the effect size 
correlation r, using the t test value for a between subjects t 
test and the degrees of freedom. Results are shown in table 
(4), while in table (5), d and r are calculated using t values 
and df.  

Table 4. Calculate d and r using means and st. ds for two groups. 

Group I Group II 

M1 SD1 
Cohen's 

d Effect size r M2 SD2 Cohen's 

d Effect size r 

1 1 0 0 1 1 0 0 

2 5 0.505- 0.245- 6 10 0.505- 0.245- 

5 10 0.632- 0.302- 10 5 0.632- 0.302- 

5 10 0.5 0.243 0 10 0.5 0.243 

15 50 0.1 - 0.049- 20 50 0.1 - 0.049- 

20 50 0 0 20 10 0 0.5 

50 100 0.380 0.186 20 50 0.380 0.186 

50 100 -0.280 0.139- 50 100 -0.280 0.139- 

 Cohenns d =   �� � q6rrs4t , σwxxyz{ = (/%# + /##)/2. 

Note: d and r are positive if the mean difference is in the predicted direction. 

Table 5. Calculate d and r using t values and degrees of freedom. 

T value D f Cohen's d Effect size r 

1 1 2 0.7071 

1.5 2 2.1213 0.7276 

2.0 5 1.7888 0.6666 

2.0 10 1.2649 0.5345 

2.5 30 0.9128 0.4152 

3.0 30 1.0954 0.4803 

3.0 50 0.8485 0.3905 

Cohenns d = #}{}� , r = ( }�
}�3 {�)#. 

Note: d and r are positive if the mean difference is in the predicted direction. 

4. Discussion 

Meta-analyses can play a key role in planning new studies. 
The meta-analysis can help identify which questions have 
already been answered and which remain to be answered, 
which outcome measures or populations are most likely to 
yield significant results, and which variants of the planned 
intervention are likely to be most powerful. Meta analysis 
can be used as a guide to answer the question 'does what we 
are doing make a difference to X? 'even if 'X' has been 
measured using different instruments across a range of 
different people. Meta-analysis provides a systematic 
overview of quantitative research which has examined a 
particular question. The appeal of meta analysis is that it in 
effect combines all the research on one topic into one large 
study with many participants. The danger is that in 
amalgamating a large set of different studies the construct 
definitions can become imprecise and the results difficult to 
interpret meaningfully. 

Meta-analysts disagree on the criteria for inclusion or 
exclusion of primary studies, with relation to publication status, 
comparability and required scientific quality, but sensitivity 
analyses make it possible to assess the impact of various 
selection criteria on the results based on effect analysis.  

Used in meta-analysis, the effect size refers to the 
magnitude of the effect under the alternative hypothesis. It 
should represent the smallest difference that would be of 
significance. It varies from study to study. It is also variable 
from one statistical procedure to the other. It could be the 
difference in cure rates, or a standardized mean difference or 
a correlation coefficient. If the effect size is increased, the 
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type II error decreases. Power is a function of an effect size 
and the sample size. For a given power, 'small effects' require 
larger sample size than 'large effects'. Power depends on (a) 
the effect size, (b) the sample size, and (c) the significance 
level. But if the researcher knew the size of the effect, there 
would be no reason to conduct the research. To estimate a 
sample size prior to doing the research, requires the 
postulation of an effect size, which might be related to a 
correlation, an f-value, or a non-parametric test. In the 
procedure implemented here,'d' is the difference between two 
averages, or proportions. Effect size 'd' is mostly subjective, 
it is the difference you want to discover as a researcher or 
practitioner and it is a difference that you find relevant. 
However, if cost aspects are included,'d' can be calculated 
objectively. The size of the difference in the response to be 
detected, which relates to underlying population, not to data 
from sample, is of importance since it measures the distance 
between the null hypothesis (HO) and specific value of the 
alternative hypothesis (HA). A desirable effect size is the 
degree of deviation from the null hypotheses that is 
considered large enough to attract the attention. The concept 
of small, medium, and large effect sizes can be a reasonable 
starting point if you do not have more precise information. 
(Note that an effect size should be stated in terms of a 
number in the actual units of the response, not a percent 
change such as 5% or 10 %.).  

Sample size determination and power analysis involve 
steps that are fundamentally the same. These include the 
investigation of; type of analysis and null hypothesis; power 
and required sample size for a reasonable range of effect as 
well as calculation of the sample size required to detect a 
reasonable effect with a reasonable level of power. Although 
effect size is a simple and readily interpreted measure of 
effectiveness, it can also be sensitive to a number of spurious 
influences, so some care needs to be taken in its use.  

5. Conclusion 

Meta-analysis should be seen as structuring the processes 
through which a thorough review of previous research is 
carried out. The issues of completeness and combinability of 
evidence, which need to be considered in any review are 
made explicit. On the use of Meta-analysis, the following can 
be summarized: 

i. Despite limitations, meta-analytic approaches have 
demonstrable benefits in addressing the limitations of 
study size, can include diverse populations, provide 
the opportunity to evaluate new hypotheses, and are 
more valuable than any single study contributing to 
the analysis.  

ii. Assumptions about the population nature is essential in 
using effect size, for the interpretation depends mainly 
on the assumptions of normality and equality of 
deviations of 'control' and 'experimental' group values. 
Effect sizes can be interpreted in terms of the 
percentiles or ranks at which two distributions overlap. 

iii. Use of an effect size with a confidence interval holds 

the same information as a test of statistical 
significance, but with the emphasis on the 
significance of the effect, rather than the sample size. 

iv. Like all types of research, meta-analyses has both 
potential strengths and weaknesses. meta-analysis 
does not work nearly as well as we might want it to 
work. The problems are so deep and so numerous 
that the results are simply not reliable. Meta-analysis 
simply does not work very well in practice. 

v. Meta-analysis is superior to narrative reports for 
systematic reviews of the literature, but its 
quantitative results should be interpreted with caution 
even when the analysis is performed according to 
rigorous rules. 

vi. By using meta-analysis, a wide variety of questions 
can be investigated, as long as a reasonable body of 
primary research studies exist.  
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