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Abstract: In this paper, a class of double sampling difference cum ratio - type estimator using two auxiliary variables was
proposed for estimating the finite population mean of the variable of interest. The expression for the bias and the mean square
error of the proposed estimators are derived; in addition, some members of the class of the estimator are identified. The
conditions under which the proposed estimators perform better than the sample mean and the existing double sampling ratio
type estimators are derived. The empirical analysis showed that the proposed class of estimator performs better than the

existing estimators considered in this study.
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1. Introduction

Proper use of auxiliary variable is always known to improve
the performance of estimators. Ratio, product and regression
estimators are the most common and widely discussed in
sampling theory literature. Ratio and product estimators are not
as efficient as regression estimator except when the regression
line passes through the origin. In real life situations, the line
does not pass through the origin. This limitation has made
many authors to provide alternatives to get better estimates.
Authors like Kadilar and Cingi, [1, 2], Raja et al., [3], Sisodia
and Dwivedi, [4], Singh and Kakran, [5], Singh and Tailor, [6],
Subramani and Kumarapandiyan, [7], Upadhyaya and Singh,
[8] and Yan and Tian [10] have modified the classical ratio
estimator by Cochran [10]using some known population
parameters like coefficient of wvariation, coefficient of
skewness e.t.c. , of an auxiliary variable when the population
mean of the auxiliary variable is known.

Sometimes it has been observed in sample surveys that
information may be available on more than one auxiliary
variable. Some authors like Kadilar and Cingi, [11], Mohanty,
[12], Olkin, [13], Singh, [14] and Swain, [15], have worked on

the use of two auxiliary variables in the estimation of the
population mean of the variable interest. In their work, they
assumed that the population means of the two auxiliary variables
are known. In real practical survey situation, the population
means of the two auxiliary variables may not be available. In
this condition it is customary to use two phase sampling or
double sampling scheme for estimating the population means of
the auxiliary variables, see Cochran [10]. In the literature,
several authorshave proposed different estimatorsin double
sampling for estimating the finite population mean of the study
variable using two auxiliary variables. Authors like Mohanty,
[12], Mukerjee et al., [16] and Muhammad et al., [17], suggested
some estimators with an assumption that the population means
of the two auxiliary variables are unknown.

Mohanty suggested regression ratio estimator indouble
sampling (T,,) using two auxiliary variables x and z, [12].
Which is given by

Ty :[§+byx<>‘c'—7c)]§ (1)

While Mukerjee et al, [16], suggested regression type
estimator in double sampling of the form:
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Typy =7 +b,,(F =%)+b,, (7 -7) 2)

Muhammad et al. [17] also proposedregression type
estimators by adopting Mohanty’s,[12] and Mukerjee et al,
[16] estimators. The estimator is given by

Ty =7+, (F —)?)]{9% +(1 —H)%} 3)

where Gis suitably chosen constant. X', z' are sample means
X,

based on the first phase sample; y, X, z are sample means

based on the subsample.

by, (sample regression coefficientofyonx) , b, ,
(sample regression coefficient of x on z)

However, these authors did not consider the use of
population parameters of any of the auxiliary variables like
coefficient of variation, coefficient of skewness, decilese.t.c. to
improve on the efficiency of the estimators. In this study, a
class of difference cum ratio-type estimator in double sampling
was proposed. Some known population parameters of one of
the auxiliary variables were used to construct the estimator.

2. The Proposed Class of Ratio Estimator
Using Two Auxiliary Variables in
Double Sampling

Consider a finite population U :{ul,uz,...uN} of size N.

Let Y bethe study variable andX, Zbe the two auxiliary
variables, taking values(y;, X; z) on the i™ unit of the

population. Let (Y, X , Z) be the population means of (y, x, z),
respectively. Suppose the population means of the auxiliary
variables are unknown. In such a situation we use a two
phase sampling. A preliminary large sample (n')is selected
using simple random sampling from N;information of the
auxiliary variables are obtained from the sample. Information
on the variable of interest (y) is collected from a second
random sampleof size n is selected from the first phase
sample (n <n’).

2.1. The Proposed Class of Estimator

Following Kadilar and Cingi, [1, 2] and Tripathi et al., [18],
the proposed estimator is of the form:

y-4(x -3 |(4x +G)”
L |47 +a) “
(47 +G -1,z —EV)]”

A and G are assumed known function of the auxiliary
variable X such as coefficient of kurtosis (B,(y)), coefficient
of skewness(B(x)), coefficient of variation (Cy ), deciles (first
decile, Dy x) second decile, Dy (), ..., tenth decile), correlation
coefficient between X and Y (pyy). Also0 <y < 1,tjand t,
are unknown constants. The scalar atakes values -1, (for
product-type estimator) and + 1 (for ratio-type estimator).

2.2. Derivation of the Bias and Mean Square Error of the
Proposed Estimator T,

To obtain the Bias and MSE of T, up to the first order of
approximation, let us define

T=X(+A,), T=X+Ay), ¥ =[Xa+ay], ¥ =[Za+an]

T =XVA+D), 7 =ZV(1+A) T =Y (1+A)

Expressing the proposed estimator Té‘p in terms of A'swe have

[17+)7AY —tl[)_(V(I+AX)V—)_(V(1+A'X)VH [axa+ay)+6 ]

po = _ _ _ a (5)
[AX(1+AX)+G—t2 [ZV(I+AZ)V—ZV(1+A'Z)VH
Expanding (5) to the first order of approximation using binomial series expansion, stopping at order 2, we have
o= 4(y—-g,03 ha, (Y- - -
Ty =Y +YDy —11gDy —1(’/72)‘1”( +1,q, 0 +M +aAY N, +aAY A A,
-DA’YAY o - - L,ag,Y b
L A@DAYAY 3T A, —adTAL0, +4adq b —4adg 2 -a® T L0 +%
_,fzmlziAsz _0bhaqig: BBy | 460G 9,05 Dy + 1Ha*Aq,Y Ay,
K K K K (6)

+t2a(y—1)q2?A§ _ Lag,Y D, _tza‘h?A'sz + hWhaq Ay D, 61606, 0 D,

2K K K

K K

LA’ A YN DN, ta(y-1)g, YA N a(a +DA’Y L% ,aa +)3g3Y A, N

K 2K

2K2

a(@+D5g3 YN a(@+D)pAg, YA D, La@+DnAg YA N, aa+ DEGYAT

2K? K

K K?
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- - - AX
=yXV q,=yZY, K=AX+G, A1 =—=
q, =V q, =V X+ 0

Taking expectation of (6) and using the results:
E(4,) = E(Ay) = E(A}) = E(A%) = E(4;) = 0
E(A}) = w,C3,E(A}) = 0,C3 E(A2) = w,CF , E(AY) = E(AxAy) = 0,C3
E(87) = 0,C3,E(Bky) = @2y CxCys E(BBz) = 0px7CxCz

E(AxAz) = w1pxzCxCz . E(AzAy) = wapzyC7Cy . E(A,Ay) = w1pzyC7Cy

S R B B B
“ n N’a)z n' N’a% n n
After simplification, the bias is
_ 2 +DA2TC? Laq,Y p.,C.C
4G Ty 0, +EEITCL o 2 HIBTPCC,
160919,P.C.C.  Ha(y-DgYC,  pa(@+)gYC: _ na(@+DAg,Yp .C.C.
K 2K 2K? K
The mean square error of this estimator is
MSE(T},) = E(T), -Y)*
Which from (6) and ignoring order higher than 2 and after simplification we have
2.2 2522
SEL 52 A 2 20, 225202, HA @Y C 7
MSE(po) —QY Cy +0.)5[t1 9 Cx +a’AY Cx +%_2{thlypxycxcy
_ (®)
_ L,ag,Y*p, C.C — 5 t,0q,9,Y p.C.C. t,a*Ag,Y*p..C.C
+a/]Y2pxnyCy_ 244 'Oz)’ Y —tlﬂ/\qlYC)f‘i‘ 109949, pxz x>z oy 2 q> pxz X 2}]

K K

In order to obtain the optimum values of ¢ and ¢, we differentiate (8) simultaneously with respect to ¢ and ¢, and solve the
resultant equations. This gives

1y

_YC, Py = PuPy) ~aATC, (1~ pr) :?(zl —aﬁj

yX'C (1-p2) @
_ C(py PP (4X+G) 1k
% ayZ"C.(1-p2) aq,

YCy (pxy _pxzpzy) and I, = Cy (pzy _pxypxz)

2 2 2
CX(I_pr) CZ(I_pr)
Substituting the optimum values # and ¢, in (8) we obtain the minimum mean square error

Where /| =

MSE(f;p)opt = ?Z[a{c)% +C(%{112C3 +122C22 _2(lexnyCy +12pzyCsz _IIZZIszCsz)}] (9)

proposed estimator can be obtained. For instance, if

3. Sub-members of the Proposed Class of =a =0 we have the usual sample mean estimator.
Ratio-type Estimator Also setting
ty =byy = g (sample regression coefficientofyonx) , t, =
Setting 4,2,,a, ), A and G to specific values in (4), some X

_ Sxz . . 2
estimators which can be regarded as members of this by, = gﬂ(sample regression coeffcient of x on z), where s,
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and s? are thesample variances of x and z respectively, Sy

and s, are the sample covariances between x and y and
between x and z, respectively and @ = 1 (ratio estimator), we
have a member of the class of ratio-type regression estimator
for estimating the population mean using two auxiliary
variables when the population mean of two auxiliary
variables are unknown presented below.

_ (y_l)qul?pxyC,
2

B(T),5) =

_ qquRZprypiszCy + (y_l)qZRZprszCz + quZZYp)%zC)%

va \a 2372
-AY p,,C.C, +A°YC; +AqR, p,,C.C, +

[T, =N (4¥ +6)
Typp = |:A)_C+G—bxz(5y _—1y):|

,0<y<1 (10)

Using the large sample approximation as used in the case
of the regression estimation of the population mean, where

b, tendsto S, =S, / S? and b, tendsto B, =S,. / sz,

the bias and mean square error, from (7) and (8) are as
follows:

K 2K

MSE(T) )= GTC2 + [ R2q08,C + APT2C2 +

RqufszzpzyC C

v 2
+AY*p,,C.C, -

X _RlAqIprnyCy +

Where R, = 17/)?, R, = X/Z If weset Riq, = q; and q, = R,q, /K , equation (12) becomes

MSE(T;,5) = _a;fch +w3[q§_pz§y03 +APY2C +qiY? prCT - 2{q3Y p3,C) L
+/]Y pxycxcy _q4Y onzlozycxcy _AqSprnyCy +q3q4Y10xy10szny +/1q4Y pxzcx}]

Estimators in this class of ratio type regression estimator
are found in Table 1.

4. Theoretical Comparison of the
Proposed Estimator with Other
Existing Estimators Discussed

In this section, the performance of the proposed estimator

MSE(T,) =Y {@iC; + @y (p.C2 = (p,,C,

MSE(Y’;MRV) = YZC)% {a{ _a&(p)%y +p)212 _2pxypxzpyz)}

and

MSE Ty ) = V2Co{eg =y (05, + (P, = Py P))}

-0.C.) +(C.~p,.C,)* ~Cip}}

qZRZprzpznyCy
2Aq,R,Y p>.C?
— q2 2 pxz x] (11)
K? K
RGP . o
2 Petz o1Rg ¥ 0% C
_ B (12)
RiRy910:Y Py PCCy R,Aq,Y? p.C? .
K K
(13)

with other existing estimators were compared, through their
mean square errors, like the sample mean, 7:0 =y, with

variance V(YA})) = Cu]? 2C? | the estimator 7, 3 by Mohanty, [12]

found in (1); the estimators 7, wry by Mukerjee, [16] found in
(2) and the estimator T),, by Muhammad[17] found in (3).

The mean square errors of these existing estimators are:

(14)

(15)

(16)

The performance of the proposed estimator using the minimum MSE in (9) and MSE of the existing estimators presented in

(14), (15) and (16).

The proposed estimator T L; is better, in terms of having smaller MSE, than the sample mean if and only if from (9)

MSE(T},),, <V(T,)iff

opt S

llzc)? +122C22 < 2(llloxycxcy +12pzyCZCy _ZIZZIszCsz)

From (9) and (14), the proposed estimator T ;p will perform better than Mohanty estimator fM , [12].

iff MSE(T}),),,, < MSE(T}) this boils down to the condition

opt S
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llch +122C22 _2(llloxyc c +12pzyCsz _ZIIZIOxZCsz) s a)_’y(lo)%zczz _(pxycy _pszz)2 +(Cz _onzc'y)2 _C)zflo)zzz

X7y

The proposed estimator T ;p will be more efficient than the existing estimator fMRV by Mukerjee et al., [16]. Using (9) and
(15), MSE(T}, ),y < MSE(Tyz;/)
iff
IIZCJ? +122C22 _z(llpxycxcy +l2pzyCsz _lll2pszsz) s _(pfy +10)2;z _2pxypxzpyz)

From (9) and (16) the proposed estimator T d; will be better than the existing estimator fMNM by Muhammad et al., [17]
iff MSE(T),) pp < MSE(Typpr)
which is equivalent to

llzc)g +122C22 _2(llpxnyCy +l2pzyCsz _lllszszCz) < _(p)%} +(pyz _pxypxz)z)

Now comparing these estimators T z; and f;; pusing (9) and (13), estimator T z; will be more efficient than 7 z; piff

P +0.AP2)Cl + (0 = a3 pL)C2} + 274,05, C
— \2 _ _ _
< (Q3pxycy +AYCx) _2pxnyCv{Y2(A _ll) +Yq3q4} +2Y2{Q4pzycxcy +12pzyCsz _IIIprszCz}

. . . data set by Chattefuee and Hadi,[19] and details of the data
5. Empirical Comparison are as shown below:
Y-Per capita expenditure on education in 1975
X- Per capita income in 1973
Z — Number of residents per thousand living in urban
areas in 1970

In this section, the mean square errors, and percent relative
efficiencies (PREs) of the existing and the proposed

estimators with respect to the sample mean 7, were
computed. The results are given in Tables 2 and 3. Real life

N=50n"=35n=15Y =284.0612 X = 4675.12 Z = 657.8
Pxy = 0.60679 p,,, = 0.31675 p,, = 0.61937 S,, = 733.1407b,,, = 0.058228
by, = 2.764116b,, = 0.13756 C,, = 0.21776 C, = 0.13786 C, = 0.2204
Di(x) = 3817 Dyxy = 3967 D3y = 4243 D4y = 4504 Dg(yy = 4697
De(xy = 4827 Dy(xy = 4989 Dg(xy = 5309 Dg(,y = 5560 Dy, = 5889
B, = —0.94843 B, = 0.05675
The Percent Relative Efficiencies (PREs) of the existing PRE _Vvar(To)

estimators mentioned in (1), (2)and (3) and the jth members MSE()
proposed estimator.

The higher the percent relative efficiencies, the more
Table land T d; (for minimum variance in (9)) with respect to  efficient the estimator.

* 100where (\) =T}, or Tz or Ty, or the

of the proposed estimators f;pﬂ, , =1, 2, 3,..., 20 given in

the usual sample meanT,, is of the form;

Table 1. Members of the proposed class of double sampling ratio estimator using two auxiliary variables.

S/No Members of the proposed Class of ratio-type estimator 0 <y <1 A G

A ;_bxy(;y_?y)_,

1 7 g =2t ¥ o
PP b GY -7

Y b,V -3¥
Yy xy( ) T +C,) . c,
X+C,-b, " -7Y)

~x
2 poﬁZ =
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S/No Members of the proposed Class of ratio-type estimator 0 <y <1 A G
B yoby V-3V
3 Tap 3 =— 2 (X + o) 1 B
X +ﬂ2(x) _bxz(zy_z V)
. y-b. (xV -3 _
4 Tippa =— B ==y X'Boxy +Cy) Box) Cx
xﬂZ(x) +Cy —by,(z7 =27)
3 - <V -5V
- y=b,,(x" =X7) -
5 Lapps == (TG + By Cx Baco
xCy + ﬁ2(x) =by,(z" =Z7)
o0 y-be,(xV -3 _
6 poﬂﬁ == = — (x +pxy) 1 Pxy
X+ Py~ (Y =ZY)
ok y-by V-3V
7 Tappr =— - oy, K Gt Pxy) Cx Pry
XCy + Py =by, (27 =27)
o0 ¥ by, (x¥ -%Y) _
8 poﬁS == = —y =y (x Pxy +Cy) Pxy Cy
X Pxy +Cy —by, (27 =Z7)
T — -3V
- y bxy(x x7) _
9 poﬂ9 == — (x IBZ(X) +pxy) Bz(x) Pxy
XBo(x) * Pry ~ by (2 Y-z
T — V-3V
- y bxy &7 =X7) -
10 Tappro =— = (X' Oxy + Ba(x)) Pxy B
XPxy * :82(x) —by(z = y)
s y-b,xV-¥")
11 Tipp11 =— L — (X' *+Dy(x)) 1 D1
X+ D)= by, (z Y= y)
o0 y-by, V-3V
12 Tipp12 =— A —, (X *+Da(xy) 1 Di(x)
X +Dy(x) by, (z V= y)
o y-by V-3V _
13 Tipp13=— = — (X' +D3(x)) 1 D3
X+ D3(x) =byz (27 =27)
o0 y-by, V-3
14 Tiapp14 =— i —, (X + Dy(xy) 1 Dyx)
X +Dy(y) ~by (2 Y-zv)
ok ¥ —b,(x¥ =% _
15 Tipp1s =— = — (x"+ Ds(y)) 1 Ds )
X + D5y ~by, (27 =27)
o0 y-by, V-3V
16 Tippl6 =— R — (X" *+ Dg(x)) 1 D (x)
x + Dg(x) _bxz(zy_ y)
s y-bo(xV -3 _
17 Tipp17 =— R — (X' *+Dy(x)) 1 D7x)
X +Dyy) = bxz(zy -z7)
o0 y-b,xV-xV)  _
18 Tipp18 =— - — (x" + Dg(x)) 1 Dg(x)
X +Dg(y) ~by (27 =Z7)
s y-bo(xV -3 _
19 Tipp19 =— R — (X' *+Dy(y)) 1 Do)
X +Do(y) = bxz(zy -77)
~ by GY-XY)
20 Tip 20 =— = — (X' *+Dig(x)) 1 Diow
X +Dyg(x) ~ by @V =77
Table 2. The MSE and PRE with respect to T, of the existing and proposed estimators.
Estimators MSE PRE
T, Sample mean. 178.573 100
f'M byMohanty, [12] 291.6909 61.21548
fMRV byMukerjee et al., [16] 144.9957 123.1485
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Estimators MSE PRE
fMNM by Muhammad et al., [17] 124.3938 143.5441
The proposed estimator (f;p)up, 124.076 143.91

Table 3. The MSE and PREwith respect to T, of the proposed estimators.

MSEand PRE of theproposed estimators f;p g; for j=1,...,20 such thata =1,

h :bxy and 1 =by;

f;pﬁj y=0.1 y=03 y=0.5 y=0.8 y=1

MSE PRE MSE PRE MSE PRE MSE PRE MSE PRE
]:;pﬂl 125.0 142.80 124.98 142.9 124.87 143.0 124.65 143.2 154.04 115.9
f;pﬁz 125.0 142.80 124.98 142.9 124.87 143.0 124.65 143.2 154.04 115.9
f;pﬁg, 125.0 142.80 124.98 142.9 124.87 143.0 124.65 143.3 154.02 115.9
f;pﬁ4 125.0 142.80 125.04 142.8 125.23 142.6 131.51 135.8 262.89 67.92
f;pﬁS 124.9 142.90 124.81 143.1 124.23 143.7 160.05 111.6 1000.3 17.85
f;pﬁé 125.0 142.80 124.98 142.9 124.87 143.0 124.65 143.2 154.05 115.9
f;pﬁq 124.9 142.90 124.82 143.1 124.22 143.7 159.71 111.8 994.92 17.95
f;pﬁg 125.0 142.80 124.96 142.9 124.78 143.1 124.38 143.6 159.25 112.1
f;pﬁg 125.0 142.80 125.04 142.8 125.23 142.6 131.50 135.8 262.88 67.92
fd;ﬂlo 125.0 142.90 124.96 142.9 124.77 143.1 124.37 143.6 159.25 112.1
f;pﬂ“ 167.8 106.40 167.83 106.4 168.05 106.3 177.26 100.7 275.50 64.81
f;pﬂlz 171.1 104.40 171.1 104.4 171.34 104.2 180.99 98.66 282.20 63.28
f;pﬂl?a 177.4 100.60 177.44 100.6 177.71 100.5 188.17 94.89 294.85 60.56
f;pﬂl4 183.8 97.15 183.81 97.14 184.11 96.99 195.35 91.41 307.21 58.12
f;pﬂlS 188.7 94.61 188.75 94.6 189.08 94.44 200.89 88.89 316.60 56.40
f;pﬂl6 192.1 92.91 192.19 92.91 192.53 92.74 204.73 87.22 323.04 55.27
f;pﬂ” 196.5 90.83 196.61 90.82 196.97 90.65 209.66 85.17 331.21 53.91
f;pﬁlg 205.7 86.80 205.74 86.79 206.14 86.62 219.80 81.24 347.77 51.34
f;pﬁlg 213.2 83.73 213.29 83.72 213.72 83.55 228.14 78.27 361.15 49.44
fd*pﬁZO 223.6 79.83 223.69 79.82 224.17 79.65 239.59 74.53 379.23 47.08
(f;p)opt MSE =124.076 PRE=143.91 at f, and t, optimum values for all j’s

6. Results and Discussion
6.1. Table 2 Results

The existing estimators 7)., by Mukerjee et al.,[16]

and estimator T, by Muhammad et al,[17]for

estimating the population mean of the study variable have
significant improvement on the sample mean because they
have smaller MSE and higher percent relative efficiency.

is the most efficient

The proposed estimator (T:;)Opt

estimator.

6.2. Table 3 Results

All the proposed estimators f;pﬁ_j , J=L,...,13 at

y=0.1-0.5, are more efficient than the sample mean

because they have smaller MSE and higher percent relative
efficiency while these proposed estimators T:;ﬁj ,
j=14,...,20at y=0.1-1have no significant improvement on
the sample mean because they have higher MSE and lower
percent relative efficiency. The proposed estimators T:;ﬁj,
j=1,...,10 at y=0.1-0.5 are the most efficient estimators
because they perform better than the sample mean, the
existing estimators, T W by Mohanty [12] and estimator,
Ty by Muhammad et al.,[17]. The proposed estimators
fz;/;j , =1,...,10at y=0.1-0.5 are estimators that utilized

known parameter such as coefficient of variation, coefficient
of kurtosis, coefficient of skewness of an auxiliary variable X
and correlation coefficient of X and Y. The proposed

estimators f;pﬁ_j , j=13,...,20 at y=0.1- 1, are estimators
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that utilize the third to tenth deciles and they do not have
significant improvement on the existing estimators.
In general, from Table 3 results, The proposed class of

ratio type estimator T z; , att;and t, optimum values, is the

most efficient estimator because it has the least MSE and the
highest PRE and it slightly perform better than the existing

estimators, 7, vy Oy Muhammad et al., [17]. Alternatively, a
good guess of y for the sub-members, T:;ﬁj ,j=1,...,10, when

t=byand t, =b at y=0.1-0.5are efficient as estimator

T:;ﬁj ,j=1,...,20 atz, and ¢, optimum values.

7. Conclusion

In this work, a class of double sampling difference cum
ratio-type estimator was proposed using two auxiliary
variables with known population parameters of the auxiliary
variable(X). The conditions under which the proposed
estimators have minimum mean square errors are mentioned
in section 4. In conclusion, the proposed class of double

sampling ratio type estimator T ;p att;and t, optimum values

and sub-members of the proposed class of estimator T d; B>

j=1,...,10 at y=0.1-0.5 performs better than the existing
estimators by Mohanty, [12], Mukerjee et al., [16] and
Muhammad et al.,, [17]. The proposed class of double
sampling ratio type estimator is recommended for practical
application.
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